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statute aimed at protecting 
children online to evade 
liability for the spread of 
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PREVIOUS SPREAD: PHOTOBOYKO/GETTY IMAGES

T
he internet allows images 
and videos of recorded 
child sexual abuse to spread 
prolifically around the 
world at warp speed. This 
child sexual abuse material 

(CSAM) is a digital crime scene that 
follows its victims as they grow up and 
repeatedly revictimizes them.1 New 
abusers trade CSAM throughout the 
victim’s life—and even after their death. 
Victims can face millions of dollars in 
losses and damages across their lifetime 
in medical costs, lost wages, pain and 
suffering, and other harms related to the 
uncontrolled circulation of their CSAM 
online.2 

In 2022, the National Center for 
Missing and Exploited Children received 
over 32.5 million reports of CSAM.3 And 
since 2017, Project Arachnid—a tool 
created and operated by the Canadian 
Centre for Child Protection—processed 
more than 100 billion images of CSAM 
and sent out millions of notices to tech 
companies requesting removal of CSAM 
hosted on their platforms.4 

The Canadian Centre for Child 
Protection used Project Arachnid to 
determine that the tech companies 
they observed knew of 48% of all media 
by the time they received a takedown 
notice.5 So much of this material exists 
on the internet because children are 
easily accessible through social media 
and can be sexually violated without a 
predator ever putting their hands on the 
child.6  

Tech companies now operate with 
impunity due to outdated legislation 
designed for an internet that no longer 
exists. The tools to detect and remove 
CSAM exist, but tech companies have 
failed to efficiently use these tools to 
stop the spread of it online. For example, 
PhotoDNA technology can help detect, 
disrupt, and report the distribution of 
CSAM and child exploitation material.7 
The internet today is more dangerous 

than ever, but civil litigation can serve 
as a formidable tool to protect children.

Section 230 and the Publisher 
Immunity Problem
While child sexual abuse has been 
a crime for centuries, possessing 
material depicting such abuse was 
not necessarily criminalized until the 
Protection of Children from Sexual 
Exploitation Act in 1977.8 And until 
the early 1980s, it was often seen as a 
“victimless crime”—children depicted 
in abusive content were largely invisible 
to the courts. 

Forty years ago New York v. Ferber, 
a case involving a New York bookstore 
owner’s distribution of third-party 
illegal content, illustrated that the 
marketplace for CSAM must be 
eradicated on all fronts.9 In that case, 
the U.S. Supreme Court recognized the 
grave “physiological, emotional, and 
mental” injuries suffered by victims of 
child pornography.10 Victims of CSAM 
face at least two distinct harms: first, the 
child sexual abuse committed against 
them and second, the memorialization 
and uncontrolled circulation of that 
abuse. 

The Court in Ferber explained that 
the victim must “go through life knowing 
that the recording is circulating within 
the mass distribution system for child 
pornography.”11 Following the reasoning 
in Ferber, as digital publishing developed 
in the early 1990s, tech companies were 
held liable for libelous content in their 
editorial role as publishers.12 

On Feb. 8, 1996, Congress passed 
§230 of the Communications Decency
Act (CDA). 13  Section 230 was
originally passed with a goal of “family
empowerment”14 but turned into
an unprecedented immunity clause
empowering one private industry.
Shortly after its passage, the Fourth
Circuit held that §230 barred all claims
for “distributor” liability against an

internet “publisher” of defamatory 
statements.15 

Next, the Supreme Court stripped 
§230 of the power to protect kids and
empower families, and there was nothing 
decent about it.16 The Court found in
Reno v. American Civil Liberties Union
that the statute’s insufficiently narrow
use of “‘indecent transmission’ and
‘patently offensive display’” provisions
abridged “freedom of speech” in
violation of the First Amendment.17 What 
was left after the Reno court struck the
original child protection provisions from 
§230 were two immunity provisions:
§230(c)(1) and (c)(2).18

These two immunity provisions serve
as hurdles that advocates for victims 
must surpass. Section 230(c)(1) provides 
internet companies with publishers’ 
immunity for third-party content—it 
specifies that service providers may not 
be treated as “the publisher or speaker 
of any information provided by another 
information content provider.”19 Section 
230(c)(2) provides for “good Samaritan” 
immunity to internet companies for 
voluntarily acting to “restrict access” to 
objectionable material.20 

The decision in Reno transformed 
§230 from a sword for child victims
of injustice to a shield of impunity for
internet companies. So despite efforts to 
hold tech companies accountable for the 
spread of CSAM, §230 actually stands in 
the way of accountability.

Reno was decided early on in the 
development of the tech industry—
when a very different internet from the 
one we now know existed. But to add 
insult to the injuries of Reno, in 2002, 
the Supreme Court in Ashcroft v. Free 
Speech Coalition held that the Child 
Pornography Prevention Act’s ban on 
“virtual child pornography” that did not 
depict “real minors” was “overbroad and 
unconstitutional.”21 

The Tenth Circuit then held that 
“juries are still capable of distinguishing 
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between real and virtual images.”22 The 
Eighth Circuit held that juries are able 
to deduce the authenticity of images of 
CSAM.23 Similarly, the Fifth and Sixth 
Circuits held that a jury could determine 
whether an image depicts real children.24 
But the Sixth Circuit determined that 
morphed child pornography using any 
depictions of real minors does constitute 
illegal CSAM.25 

Recent technological advancements 
in artificial intelligence may put these 
post-Ashcroft circuit court holdings to 
the test as this technology can “be used 
to produce new online child sexual abuse 
material from already existing material.”26 
Today’s children are at extreme risk of 
harm from computer-generated CSAM, 
sextortion, deep fakes, online luring, and 
other serious digital harms related to 
the creation of sexually explicit material 
which can result in lifelong trauma and 
victimization.27 Parents and advocates are 
fighting an uphill battle to protect kids 
online, now against some of the largest 
companies in the world.

Where Do We Go Next?
Section 230(c) is titled “Protection 
For ‘Good Samaritan’ Blocking and 
Screening of Offensive Material” and the 
substance “can and should be interpreted 
consistent with its caption.”28 It is clear 
that “when Congress passed Section 
230 it didn’t intend to prevent the 
enforcement of all laws online.”29 

In this regard, the Tenth Circuit 
has held that §230 did not immunize 
defendants from their illegal conduct 
when they “solicited requests” for 
information, “paid researchers to find 
it, [and] knew that the researchers were 
likely to use improper methods.”30 The 
court reasoned that the defendants’ 
“actions were not ‘neutral’ with respect 
to generating offensive content; on the 
contrary, its actions were intended to 
generate such content” because they 
solicited and purchased research that 

they knew or should have known would 
be improper or illegal.31 

Exceptions under 18 U.S.C. 
§1591 and §1595. In the days of print
newspapers, Backpage served as a
classified advertising section—but
when this section went digital it became 
a hub for sex trafficking and child
sexual abuse.32 The early cases against
Backpage were a driving force in the
2018 Fight Online Sex Trafficking Act
and the Stop Enabling Sex Traffickers
Act of 2018 (FOSTA-SESTA).33

In the Backpage cases, the First Circuit 
ruled that §230 barred CSAM victims’ 
claims—that is, until two district courts 
subsequently refused to dismiss similarly 
situated claims on §230 grounds due to 
evidence that the internet company had 
contributed to the development of the 
illegal content at issue.34 

Congress, recognizing that sex 
trafficking markets flourished online, 
materially limited §230’s immunity with 
FOSTA-SESTA to provide exceptions to 
immunity for claims brought by victims 

of sex trafficking against websites that 
benefitted from sexual abuse. Congress 
sought to clarify that immunity 
protections were not intended to protect 
sex traffickers nor those that profit from 
sex trafficking.35 

And courts have held that victims 
seeking civil remedies, as provided for 
under §1595, do not require the same 
proof of knowledge as is required under 
§1591, which criminalizes sex trafficking, 
because the “language of §1591 differs
from the language of §1595” in that “the
former does not have a constructive
knowledge element manifested by
‘should have known’ language.”36

CSAM is often created on demand 
or used to advertise for hands-on child 
sexual abuse, allowing predators to 
preview their abuse. Sex trafficking 
victims and victims of CSAM may use 
the civil remedies under 18 U.S.C. §1595 
against perpetrators of trafficking and 
those who knowingly benefit financially 
from a sex trafficking venture.37 While 
courts differ in interpreting the 

The tools to detect and remove CSAM exist, but  
tech companies have failed to efficiently use them.
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applicable mens rea standards, direct 
liability and beneficiary liability for sex 
trafficking are statutorily excepted from 
§230 immunity.38

Beneficiary liability is especially
crucial in that internet companies 
profit from the sales and engagement 
of sex traffickers using their platforms 
in ways that may mean they “took part 
in a common undertaking or enterprise 
involving risk and potential profit.”39 
Tech companies may continue to take 
a head-in-the-sand approach to CSAM 
detection and removal, but the industry 
does so at its own peril. This approach 
may in fact reveal consciousness of 
guilt and help plaintiffs prove that 
companies knew or should have 
known of the abuse.40 Courts have held 
that “knowledge through deliberate 
indifference occurs where a party 
acts with an awareness of the high 
probability of the existence of the fact 
in question.”41 

Exemptions under 18 U.S.C. §2252, 
§2252A, and §2255. CSAM is not
protected speech.42 Specifically, courts
have found that “child pornography is
not lawful ‘information provided by

another information content provider’ 
as contemplated by Section 230. . . . 
Rather, it is illegal contraband, stemming 
from the sexual abuse of a child, beyond 
the covering of First Amendment 
protection.”43 

Additionally, courts have held that 
CSAM is “outside any other protection 
or immunity under the law, including 
Section 230,” which “has ‘no effect on 
criminal law’”—including 18 U.S.C. §2252 
and §2252A, statutes that criminalize 
activities related to CSAM such as its 
possession and distribution.44 And the 
Supreme Court has gone on to hold that 
“everyone who reproduces, distributes, 
or possesses the images of the victim’s 
abuse . . . plays a part in sustaining 
and aggravating this tragedy.”45 That 
includes the tech companies and their 
executives that fail to stop the spread of 
the material on their online platforms.46 

Passed as part of the Child Abuse 
Victims’ Rights Act of 1986 and amended 
in 2005, 18 U.S.C. §2255 (Masha’s Law) 
“empowers victims of child sexual 
abuse to recover money for the harms 
caused by their abusers”—and this is not 
limited to criminal offenders. Masha’s 

Law operates as a civil remedy for 
violations of §§2252, 2252A, and other 
predicate acts.47 An actual “criminal 
conviction is not necessary for [a] 
Defendant to face civil liability for the 
underlying acts.”48 

Masha’s Law provides victims 
depicted in CSAM with an option to 
seek liquidated damages as a statutory 
right, meaning these plaintiffs can often 
avoid depositions or extensive discovery 
by limiting the damages they seek.49 
CSAM is “like a defamatory statement,” 
child abuse images and video repeatedly 
violate a victim’s privacy and injure 
a victim’s reputation and emotional 
well-being.50 

Recent Developments on §230
The Ninth Circuit in Lemmon v. 
Snap recently held that §230 did not 
bar products liability claims against 
Snapchat for its speed filters because 
the defendants’ defective and unsafe 
product design and architecture caused 
the plaintiff ’s harm and implicated 
Snap’s own actions.51 

Products liability claims against 
a website with the tagline “talk to 

Congress has sought to clarify that §230 immunity protections were not intended to 
protect sex traffickers nor those that profit from sex trafficking.
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strangers” recently prevailed in Oregon 
district court, which refused to apply 
§230 immunity to claims involving
the spread of CSAM when an internet
platform was “designed [in] a way that
connects individuals who should not be
connected.”52

And the Ninth Circuit found in 
Gonzales v. Google that “Section 230’s 
sweeping immunity is likely premised 
on an antiquated understanding of the 
extent to which it is possible to screen 
content posted by third parties.”53 The 
Ninth Circuit also held that courts must 
be cautious to not exceed the purview 
of §230 immunity and that the CDA 
does not bar a failure-to-warn claim.54 
The Supreme Court, however, declined 
in May 2023 to determine the scope of 
§230 immunity in Gonzales.55

Products liability cases are continuing
to chip away at §230 immunity. Parents 
and young adults are now bringing 
personal injury claims for defective 
design, failure to warn, negligence, 
fraudulent concealment, negligent 
misrepresentation, wrongful death, 
survival actions, loss of consortium, 
and violations of 18 U.S.C. §§1595, 2255, 
2252A(f ), 2258B and other statutes 
on behalf of minor victims of Meta, 
Snap, TikTok, and YouTube. These 
claims have been consolidated in a 
multidistrict litigation in the Northern 
District of California and in a Judicial 
Council Coordination Proceeding in 
California state court.56  In October in 
the California state court proceeding, the 
court held in a landmark decision that 
the plaintiffs’ state law claims for general 
negligence and fraudulent concealment 
were not barred by §230 because those 
claims implicate the defendants’ design 
features.57

While supervision apps58 exist and 
can be useful tools for parents to help 
monitor kids’ online activities, no 
amount of supervision replaces the 
need for tech companies to implement 

safety-by-design principles and prioritize 
child protection. Plaintiff lawyers chal-
lenging §230 immunity are beginning to 
force social media companies and their 
financial lenders out of a long-lived state 
of complacency. The internet that exists 
today may be harmful, but accountability 
and redress are coming soon to a theater 
near you. 

Margaret Mabie is a 
partner at Marsh Law  
in New York City and can 
be reached at margaret 
mabie@marsh.law. 
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